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Abstract: 

The world is witnessing unprecedented development and progress in the field of information technology at a speed 

that races against time and these developments have resulted in the emergence of artificial intelligence tools that has 

become a tangible reality because, of its capabilities that exceed human capabilities and even become a simulation of 

human behavior. With the advent of "robot", society's view changed from considering these tools and technologies as 

just software behind a programmer or operator, to the possibility of creating a self-contained robot with an independent 

legal personality that entails rights and obligations, which represents a challenge for legislators to create Legal 

frameworks and rules commensurate with the special nature of this virtual reality, in several ways, whether in terms 

of protecting it or in terms of protecting society from its harms or failure to fulfill its obligations. With these challenges, 

many legal problems arise as to how to imagine the existence of a legal personality for a tool that does not have 

freedom and will, even if that tool had a reaction and decision independent of its manufacturer, programmer, or 

operator. So; The presented scientific paper aims to shed light on anticipating and predicting the challenges facing the 

legislative industry in the field of artificial intelligence technologies and discussing the difficulties that face it related 

to the possibility of creating an independent legal personality for artificial intelligence tools through which rights can 

be fulfilled and obligations assumed, and even the possibility of establishing criminal responsibility and inflicting 

Punishment in the event that these technologies commit crimes punishable by law. 

Keywords: Artificial Intelligence -Foreseeing the future -Legal personality -Legislative challenges. 

Introduction 

Artificial intelligence, with its various tools, 1represents the latest findings in the world of information 

technology, and even one of the most important, current, and future challenges for the legal field. The law 

was not immune to these developments. Rather it should reflect the factual problems and find the 

appropriate response to it. There is a reciprocal relationship between the law and technical developments 
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over time, including information technology. This prompted discussions and research on the legal regulation 

of these new technologies, especially since artificial intelligence has become capable of performing tasks 

performed by human intelligence, such as perception, planning, and the ability to solve problems. 

The fields in which this type of intelligence is used are many and varied, and this has many advantages, 

namely the speed of completing tasks, the ability to solve complex problems, and thus greatly reducing the 

chances of error. Among those technologies applied in our daily lives are self-driving cars, drones, 

navigation systems, robots...etc.  

In contrast, there has been a need to develop policies and legal rules that determine how artificial 

intelligence and its tools work and even how to protect it, as well as confront the consequences that could 

result from its use. Is it possible to imagine the establishment of an independent legal personality for 

artificial intelligence? This will be discussed in two sections, the first of which deals with the industry’s 

legislative challenges in the field of artificial intelligence. The second section will address the attempts to 

develop legal systems that govern the field of artificial intelligence in comparative legislation.  

The research problems lie in the fact that information technology data has added new patterns and 

images, especially those related to artificial intelligence techniques and tools, which have become available 

and indispensable tools for everyone. Because these tools have become like the human mind, it has become 

the source of injury for others and the victim of attacks from others. The damage it may cause to others may 

represent a flagrant violation of human dignity, especially if this happens arbitrarily and without legal 

justification. 

The necessity of searching for a way to confront this new reality was imperative for the legislative authority. 

For them, the main question lies in the following: How can we overcome the legislative challenges that 

stand in the way of the future of artificial intelligence technologies, and create legal systems capable of 

governing this new creature? 

The research also aims to answer several sub-questions, including: Are the general rules of criminal law 

appropriate for implementing the responsibility of artificial intelligence systems in the event they commit 

crimes? Can artificial intelligence bear criminal liability? Is it possible that there are reasons for justification 

or impediments to liability for artificial intelligence like a natural person? What about the responsibility of 

the programmer or operator of an artificial intelligence system if those systems commit intentional or 

unintentional crimes? Is artificial intelligence treated like a natural person, a legal person, or a thing? How 

can an independent legal personality be envisaged? Is it necessary to find technical guarantees that prevent 

artificial intelligence from turning into a tool that can destroy humanity? 

The research contributes to studying and addressing the legislative challenges facing legal systems 

in dealing with artificial intelligence, through discussing and analyzing the legal problems that represent a 

challenge to this legislation. It will certainly be a question to think about solutions and recommendations 

that can contribute to confronting these challenges. 

Method 

The research will adopt a descriptive and analytical approach, as well as a comparative approach. It aims 

to discuss, compare, and interpret the legal principles and provisions that are appropriate to the nature of 

the functions performed by artificial intelligence with its various means and tools. How to apply those 

provisions to the special nature of these new technologies is a pivotal issue in this approach. 
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Search Division 

The research was divided into two sections as follows: 

 First Section: The industry’s legislative challenges in the field of artificial intelligence. 

Second Section: legislative attempts to establish legal systems governing the field of artificial intelligence. 

First Section: Legislative Industry Challenges 

In the field of artificial intelligence 

-Is AI a Legal Entity? 

 The primary goal of establishing a legal system that governs the issue of artificial intelligence is to achieve 

a balance between encouraging innovation and keeping pace with the latest technologies and protecting 

basic rights and freedoms. Especially since the main fear of these technologies is that they are not subject 

to the law, especially the criminal law. 

Previously, there was fear about legal entities such as companies, and how to determine their responsibility 

if they committed crimes, but after they were considered entities that had an independent legal personality, 

and could be subjected to criminal liability, this helped this type of fear to disappear. The question that 

arises is: Can artificial intelligence entities be subject to criminal law like any other legal entity? 

To find an answer to this question, we must contemplate the following issues: 

1st: The nature of the legal personality of artificial intelligence: 

The general rule in criminal law is that only those who have freedom of choice and will are accountable. 

This freedom of choice and will are the basis of the moral element as they are the basis for committing the 

crime. This means that the law does not consider it unless it is conscious, since the function of punishment 

is to satisfy justice and achieve deterrence. In fact, justice is not achieved unless the punishment is applied 

to those who deserve it, and deterrence is inconceivable except for a person who can control his actions and 

can abide by the provisions of the law. This does not negate the recognition of the criminal liability of the 

legal person but makes it more difficult to accept. How can artificial intelligence techniques fulfill the 

two elements of criminal liability? (Hosni Mahmoud, 2018). 

This means that there is no responsibility except through the awareness attributed to the person who 

committed the crime, which requires us to distinguish between legal responsibility and legal personality. 

The fact that legal personality is not linked to a human being - as is the case for a legal person - is therefore 

separate from the existence of mind or awareness. Having legal personality does not necessarily mean legal 

responsibility. The most obvious example of this is that a person who suffers from insanity or lack of 

awareness is recognized by law as a legal personality, without legal responsibility. 

Since 1961, a jurist has provided an enumeration of the functions necessary for artificial intelligence 

systems, which are: searching and recognizing patterns, learning, extrapolation, and planning. Therefore, 

any artificial system or algorithmic process performs any of these functions in its broad sense, to achieve 

certain goals in the world. It can be described as an artificial intelligence. Accordingly, some have defined 

artificial intelligence as “the computational part of the ability to achieve goals in the world (McKinney, 

2015) 
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 This required research on the nature of the legal personality of the robot, with the necessity of 

distinguishing between the concept of personality and the concept of the human. The attribute of being 

human is only granted to a living being, while the attribute of personality has transcended the limits of man 

and is no longer linked to the attribute of humanization. There is an opinion that the attribute of 

humanization is separate in its philosophical rooting from the attribute of personality in its legal dimension. 

Humanization has a philosophical meaning whereas personality has a legal meaning. Perhaps the most 

prominent evidence of this is the recognition of the legal personality of legal persons (Al-Khatib, 2019). 

The matter has evolved into recognizing of animals as legal persons and considering them as living, 

conscious beings with laws that protect them, therefore their rights must be respected and recognized. 

2nd: The legal debate about legal responsibility for artificial intelligence: 

If we want to discuss the legal responsibility of artificial intelligence, especially criminal liability, we mean 

the responsibility that falls on artificial intelligence at the time of committing a criminal act, which raises 

widespread controversy about the possibility of artificial intelligence being considered criminally 

responsible. Does the existence of a legal personality for artificial intelligence make it capable of 

responding criminally before the law? (Stela Enver, 2022). We should recall that the recognized persons of 

the law are either the natural person or the legal person, and the law grants each of them a legal status 

consistent with its nature. As for artificial intelligence, it does not meet the description of humans or a 

legal entity, so does the description of a thing apply to it? 

When the announcement of the birth of a new type of machine that would participate with humans as 

intelligent creatures on Earth began, some criticized this expression by saying that machines, including 

computers, cannot always be as insightful or creative as humans (Terry Winograd, 2006). This raised the 

question about the essence of humanity. Does it work? Humans are thinking machines. Does artificial 

intelligence know what the law is, and understand the difference between legality and illegality? This makes 

the human element that provided her with the concept of legal knowledge, based on which she now has 

artificial intelligence - and not independent artificial awareness that enables her to distinguish between 

legitimate and illegitimate acts. If realized it would make its legal status like the legal status of someone 

lacking legal capacity, such as a minor. 

 In contrast, a supportive side of jurisprudence envisages the possibility of building a legal personality for 

artificial intelligence systems, through which these entities can bear criminal responsibility. Among these 

opinions, the jurist “Hallevy”, who envisioned three models through which criminal liability could be 

established (Hallevy, 2010). For AI entities, we will discuss them as follows: 

First Model: Assigning Responsibility to the Moral actor “responsibility through another person: Since 

artificial intelligence tools are merely machines and not absolute human beings, and do not possess any 

human characteristics, artificial intelligence cannot be considered a perpetrator of a crime. This model 

considers the capabilities of artificial intelligence to be like those of a child with incapacitated capacity, or 

an insane person who lacks criminal capacity. 

In this case, the machine is considered responsible through another person who used it as a tool to commit 

the crime. The moral perpetrator of the crime is the one who instigate or assist others to commit it. He is 

the one who carried out the crime, but through someone else.  The law does not distinguish between this 

tool, whether it is an object, or an animal trained to perform the desired organic movement, or even a human 

being who is minor or of good faith and hence not capable of responsibility. This is of course different from 

incitement, which is considered a type of criminal participation. 
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Example: The programmer designs a program for a robot working in a factory, and the robot causes a fire 

at a specific time at night in the factory. The robot here is the one who committed the crime intentionally, 

but the programmer is the real and actual culprit of this crime, if he has the criminal intention to commit 

this act. However, he used the robot as a tool to carry out his criminal behavior, and hence it can be 

considered a moral agent whenever he commits the actus Reus of the offense. 

This means that if artificial intelligence was intentionally programmed to commit punishable criminal 

behavior, and a person was controlling it, then he alone will bear criminal responsibility if the criminal 

intent was present with its two components, knowledge, and will since he was aware that the use of 

intelligent systems would lead to committing the behavior. So artificial intelligence systems were subject 

to the will of the programmer or operator in committing criminal behavior (Al-Lami, 2021) 

This can be based on what the European legislator called for to recognize the theory of the “human 

representative,” who is the person responsible for compensating for damages caused by robots. He also 

opened the way to recognizing the legal personality of robots in the future and directed the Civil Law Rules 

Committee to study the issue of recognizing the legal personality of robots. 

This is what was already included in the set of ethical principles and guidelines for artificial intelligence in 

the Emirate of Dubai, in the United Arab Emirates, for the year 2019 AD (Bishr, 2019). Which included, 

concerning the controls governing accountability for artificial intelligence systems, that “accountability for 

the results of the artificial intelligence system does not lie in the system itself, but rather accountability is 

divided between those responsible for design, development, and application.” 

      Accordingly, the legal result resulting from this model is that the designer, programmer, or operator is 

held criminally responsible for the crime committed, and artificial intelligence does not bear any 

responsibility. 

Second Model: implementing responsibility based on expected consequences: This model is based on the 

ability of the programmer or operator to predict potential crimes committed by artificial intelligence. This 

model differs from the previous model in that the programmer or operator did not have the intention to 

commit criminal behavior and did not plan or intend to commit it, while the first model assumes the 

presence of criminal intent of the programmer or operator, using artificial intelligence as a tool to commit 

the crime. 

Consequently, when an artificial intelligence system is programmed to detect threats coming from the 

Internet, and protect the computer from some threats such as viruses and hackers, and after the program is 

activated by the programmer, the artificial intelligence enters websites to detect those threats and destroy 

any program. He viewed it as a threat. In this case, what the artificial intelligence committed is considered 

illegal entry and represents an information crime. Here the programmer did not instigate the artificial 

intelligence system to commit this act that constitutes a crime, but he had to expect that. 

According to this model, the responsibility in this case falls on the programmer if this crime is the expected 

result of his programming, according to the criminal liability for error resulting from negligence in 

following what the law requires as to the duty of caution against potential risks. The responsibility here is 

not intentional on the part of the manufacturer, programmer, or operator. or even the user.  

Third Model: Direct Responsibility of Artificial Intelligence: This model assumes that artificial 

intelligence systems are considered as human being in committing crimes, and this means that artificial 

intelligence can be held accountable when committing a criminal crime just like humans (Richard, 1986). 
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But the question that arises in this case is how can AI entities meet the requirements for criminal liability. 

It is true that these technologies exceeded human capabilities in some ways and exceeded human 

intelligence. However, it has not yet been proven that it can meet the requirements of criminal liability 

(David, 2009). 

Based on this model, it is possible to admit holding artificial intelligence criminally accountable, on 

condition that it can fulfill the two elements of responsibility. Nothing hence prevents jumping to this 

conclusion as long as these entities are able to control their organs mechanically, and as long as the action 

issued by them was carried out by them. 

     A robot performing an electrical movement can cause a shock to a person standing nearby and hence 

may be liable for assault. This act fulfills the requirements of the criminal conduct that constitutes the crime 

of assault or battery. 

     There is an opinion that artificial intelligence systems are not qualified to endure criminal liability, 

especially since criminal liability requires mental capabilities such as knowledge, intent, negligence, or 

recklessness, as required by criminal law.    

 In this perspective, we can presuppose the existence of the electronic personality which is liable for the 

criminal act. Thus, it can be assumed that the A.I has the intention to commit the crime (David, 2009) 

-Evaluating the different opinions regarding the report on criminal liability for artificial 

intelligence: 

The opinion that deserves discussion and study is the one that acknowledges the possibility of a legal 

personality for artificial intelligence. However, the question arises whether the artificial intelligence 

systems could be subject to the rules of criminal liability, such as liability defenses, for example. 

If we return to applying the rules of criminal responsibility with regard to the impediments to that 

responsibility, we find among those impediments young age or insanity. Since a young person is unable to 

understand what is wrong and is unable to distinguish between right and wrong, he lacks the foundation of 

criminal responsibility. The same is true for insanity, as mentally ill patients are unable to distinguish right 

from wrong or control their impulsive behavior. 

If this is applied to artificial intelligence systems, we will find that most artificial intelligence algorithms 

are highly capable of analyzing what is permissible and prohibited to do. When artificial intelligence 

algorithms work correctly, there is nothing preventing them from using their capabilities to analyze the data 

they receive, but the question is raised if these entities suffered a defect in the operating system, or if the 

algorithms of these systems suffered a malfunction or a virus causing them to become out of control and 

were involved in a crime being committed:  may they be exempted from responsibility? We find it possible 

to equate it with insanity or loss of consciousness in human beings (Edward, 1984). 

    Another question is raised: can we admit the criminal participation of artificial intelligence entities? We 

find that this can be imagined according to the model of direct liability presented previously. The criminal 

liability of artificial intelligence systems does not replace the criminal liability of the programmer or 

operator. A human being can collude with an automated entity as a partner and take one of the forms of 

participation such as aiding or abetting. When the realistic and mental capabilities of an automated entity 

are available, its responsibility is established, and the responsibility of the human perpetrators who 
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participate with it in committing the crime is also conceivable, then the responsibility falls on all of them, 

regardless of whether the perpetrators are humans or machines (Anthony, 2002). 

   The question is also raised as to the application of defenses such as causes of justification. We find that 

the answer to this question is the same as with regard to impediments to liability. It is possible to imagine 

the application of justification such as legitimate defense, a state of necessity, and the use of the right. Since 

the causes of justification are objective and closely related to the material nature of the crime and have 

nothing to do with the person or the psychology of the perpetrator. No difference is then made between 

being a human or a machine. If a police order is issued to a robot to arrest a person illegally, the robot 

carrying out the order may not be criminally responsible. 

       Finally, how can custodial penalties be applied to artificial intelligence systems? Since the goal of 

punishment is to rehabilitate violators of the law, will the same purpose be in the case of artificial 

intelligence? We found those who tend to say that it is possible to correct the behavior of electronic entities 

just like humans (LIMA, 2023). 

       If we assume that artificial intelligence systems can be held criminally accountable, how can penalties 

such as imprisonment, fines, or the death penalty be applied in practice? These are the same problems that 

faced - previously legal persons that can be held accountable. The solution was simple: the robot was treated 

like a human being. When a fine is imposed, the company pays the fine in the same way a person pays, and 

in the same way the company fulfills its obligations by paying its bills, for example. The legal entity may 

be sentenced to the penalty of dissolution or prevention from performing its function. The main question 

for demanding amendments to the penalties that can be imposed on a robotic entity is the same as the 

penalty in relation to a human being. Would that importance serve the same purpose for a robotic 

entity? How do these sanctions affect artificial intelligence? 

       The death penalty for humans is intended to deprive a person of life, and to ensure that he does not 

commit a crime in the future (David, 1980). The life of an artificial system consists of its existence as an 

independent entity, such as a robot or a program installed on a computer. If the death penalty is imposed on 

an artificial entity, this can be applied by deleting a program that controls a robot. In this case, the system 

is unable to commit any other crime, so it is considered a death penalty. 

    Likewise, the prison sentence aims to deprive a person of his freedom, and the freedom of a robotic entity 

is the freedom to act as an entity, such as a robot that participates in factory work or in performing surgical 

operations. A prison sentence can be implemented by putting it out of service for a specific period, and then 

it is Restricting his freedom. 

       A final question arises about determining the applicable law as to place regarding the crimes of artificial 

intelligence technologies. An opinion responds to this by saying that the domicile of the legal personality 

of artificial intelligence may be where the artificial intelligence systems are registered, such as the system 

of legal companies. Several legal procedures are imposed to register the artificial system and the natural 

persons who legally represent it.  This is the case for the company director who represents it in proceedings 

before the law (Al-Desouki, 2022) 

       Regarding the aforementioned, some may object that these ideas cannot be implemented in any way, 

and that this is not compatible with the rules of criminal law. However, imagining this is not far-fetched, 

especially since the biggest and most important legal challenge facing the future of artificial intelligence is 

the recognition of legal personality and legal regulation of this new creature. In addition, if the legal 
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personality of artificial intelligence can be established, and its ability to fulfill rights and assume obligations 

can be proven, it can thus be granted the right to exercise the right to ownership, conclude contracts, create, 

possess, and control intellectual property, and own bank accounts. The question will remain as to how the 

framework is conceived. The appropriate legal framework for dealing with these synthetic tools is still in 

place (Swinson, 2023) 

 In addition, the widespread use of artificial intelligence technology in various fields faces another 

challenge, which is protecting data and ensuring information security. Some legislation has attempted to 

confront this type of challenge, by establishing special legal frameworks to ensure a high level of protection, 

as we will see later. 

Section II: Legislative Attempts to Establish Legal Systems  

Governing AI: The need for legal regulation of artificial intelligence: 

Subjecting A. I to the law was first invoked by Amnesty International in the first conference on artificial 

intelligence and the law in Boston in 1987, which was the first step to creating a legal status for artificial 

intelligence systems. This conference attempted to come up with a legal definition of the term artificial 

intelligence, and many discussions about the need for legal procedures to regulate the field of artificial 

intelligence, but at this time it did not provide anything linking artificial intelligence to the law, and the 

legal features of artificial intelligence remained unclear until recent years. 

With the rapid developments witnessed in the field of artificial intelligence, countries are rushing to take 

many legal initiatives, in an attempt to regulate the legal status of A.I and this indicates the need to control 

the negative consequences that the world of information technology can produce and its use on a large scale.  

In 2016, France adopted a law granting the National Commission for Computer Technology and Liberties 

to study the social and ethical behaviors of the digital technologies that are newly produced. China is the 

first leading country in the use and development of artificial intelligence and is working on developing a 

plan to regulate the next generation of artificial intelligence by 2030 AD. Among the strategies it has 

developed for that plan is the establishment of a legal and regulatory framework for the use of artificial 

intelligence, in addition to setting ethical standards and a system through which it can evaluate the security 

and capabilities of artificial intelligence systems. 

     The United States of America is making the greatest effort to regulate research in the field of artificial 

intelligence with the Artificial Intelligence Initiative Law of 2020. As for Brazil, in September 2021, the 

Brazilian House of Representatives approved a draft law regulating the use of artificial intelligence, taking 

into account that it establishes liability on the basis that human entities governed by public or private law 

and providing public services are responsible for the damages caused by their agents, which guarantees the 

right Recourse to the responsible person in cases of intentionality or error (responsibility for things). This 

draft law approved several principles, including: 

- Ensuring that artificial intelligence systems seek to achieve results that are beneficial to humans, as well 

as respecting human dignity and privacy and protecting their personal data and basic rights. And work to 

reduce the use of artificial intelligence systems for discriminatory or abusive purposes, meaning ensuring 

non-discrimination. 

- Ensuring the pursuit of neutrality, safety, prevention, and transparency when communicating with artificial 

intelligence systems. That is, defining the general standards that guide its operation. 
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 As for the objectives of the Brazilian draft law on artificial intelligence, with regard to ensuring and 

protecting the rights of artificial intelligence, they are as follows: 

(a) Guaranteeing the freedom to express thought and the free expression of intellectual, artistic, scientific, 

and communication activity. 

(b) Security, privacy and protection of personal data. 

(c) Ensuring information security. 

(d) Maintaining the stability, security, resilience, and functionality of artificial intelligence systems through 

technical measures consistent with international standards. 

In Europe, in April 2021, the European Commission adopted the “European Union Regulation for the 

Artificial Intelligence (AIA) Act. It proposed developing a regulatory and legal framework for the uses of 

artificial intelligence, especially with regard to service providers of artificial intelligence systems, defining 

their responsibilities, and the entities that benefit from them in a way that does not harm humans. The 

European Parliament adopted its position on June 14, 2023. There were 499 affirmative votes, 28 negative 

votes, and 93 abstentions. Thus, recommendations of some amendments to the proposed regulations were 

introduced (Tambiama, 2023). 

      It appears that the proposed European Artificial Intelligence Law attempts to take precautionary 

measures to prevent harm that may result from the use of artificial intelligence systems. It places the greatest 

responsibility on service providers without placing any responsibility on the AI entities themselves as 

independent entities capable of bearing responsibility. This regulation included regulating three types of 

uses of artificial intelligence as follows: 

(1) Prohibited use of artificial intelligence: 

The bill on Artificial Intelligence Law prohibits the use of artificial intelligence systems that perform any 

of the following: 

-Uses subconscious techniques to manipulate a person's behavior, in a way that may cause psychological 

or physical harm. 

- Exploits the weaknesses of some people due to their age or physical or mental disability in a way that may 

result in psychological or physical harm. 

- Provides real-time remote biometric identification of places that can be accessed by law enforcement, 

except in cases of public safety, emergencies, and specific times. 

(2) High-risk use of artificial intelligence: 

This qualification exists when the use of AI constitutes a significant threat to the health or safety as well as 

the fundamental rights of persons. This must be evaluated by the service or product provider before putting 

artificial intelligence systems on the market. Future AI products will be assessed as having a high risk to 

health, safety, or fundamental rights, as they impact many people. 

       This law requires organizations that develop or use high-risk artificial intelligence systems to adhere 

to a set of technical and regulatory requirements, including establishing safeguards against certain types of 

artificial intelligence systems. These safeguards verify their outputs throughout the system’s life cycle, and 

the necessary human supervision of the system in general. European Artificial Intelligence law places 
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liability, in the event of damages, on the party that places the system on the market (the “provider”), whether 

it is a third-party provider, or a company developing the artificial intelligence itself. 

In the case where distributors, importers, and users place on the market a high-risk artificial intelligence 

system in their name or make fundamental modifications to it, they must meet certain requirements. They 

must submit to the obligations of the supplier, and in the event that they do not comply with this, causing 

in this way prejudice to humans, the original supplier is exempted from responsibility and full responsibility 

falls on them. 

       In addition, this law imposes regulation after high-risk systems are put on the market. The law creates 

legal and mandatory obligations on the part of distributors, as accidents or serious errors occurred in 

artificial intelligence systems that violate safety laws or basic rights. These defects must be reported to the 

National Supervisory Authority. The regulator may forcefully withdraw high-risk systems that violate the 

law from the market. 

(3) Artificial intelligence systems with limited risks: 

The limited-risk artificial intelligence systems are placed under transparency requirements, especially 

intelligence systems that interact with people. They face obligations similar to the European General Data 

Protection Regulation (GDPR), including notifying users that they are interacting with an artificial 

intelligence system, and inform them of the personal data it collects. Persons must be informed of the 

specific purpose of collection and the time for collection and processing and whether users are classified 

into specific categories such as gender, age, or ethnicity. All non-high-risk AI systems must comply with 

safety legislation and preserve the fundamental rights of EU citizens. 

 Finally, the proposed European Artificial Intelligence Law imposes penalties in the event of violating it, as 

is also the case regarding the violations of the provisions of the European Data Protection Regulation, which 

are as follows: 

First: These rules apply extraterritorially to service providers and users outside the European Union, if the 

system output is used in the European Union. 

Second: Failure to comply with prohibited uses and data governance obligations is punishable by a fine of 

up to 30 million euros or 6% of the total annual sales worldwide (whichever is higher). 

Third: For high-risk AI systems, the maximum fine is 20 million euros or 4% of the annual turnover. 

Fourth: In the event that incorrect, incomplete, or misleading information is provided to the competent 

bodies, the penalty shall be a fine of up to 10 million euros, or 2% of the annual sales volume. 

This law has not been issued in its final form yet, noting that it exempts currently existing artificial 

intelligence systems from being subject to its provisions, unless they witness a change in purpose or design 

in the future. The legislative movement is still ongoing, in order to provide guarantees to protect the uses 

of smart systems, which have become a challenge to humanity. Rather, we may imagine that they precede 

human capabilities and represent a tool that may harm them rather than benefit them. 

Results 

- Artificial intelligence has a role that overlaps with human work or works alongside it. At present, 

artificial intelligence is not criminally accountable for its work. The responsibility falls entirely on the 

human element behind it, whether the designer,  the operator, or... the programmer as well as the user. 
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- Opinions differed about the possibility of granting artificial intelligence an independent legal 

personality, and opinions still differ about the foundations upon which that personality is based. Is it 

treated like humans, like a legal person, or is it an independent person? 

- Many concepts of criminal liability of artificial intelligence could be imagined, such as the 

responsibility of the moral actor, the responsibility for potential risks, and finally the direct 

responsibility of artificial intelligence itself. Each of these concepts had foundations that could be 

accepted in establishing a criminal responsibility of artificial intelligence. 

- Artificial intelligence can conceivably commit a crime when it acts in contravention with the law or 

fails to act when obligated to do so. We must consider all perspectives because artificial intelligence 

systems operate according to the programming prepared in advance by the programmer or operator. 

- Many legislations have taken proactive steps regarding the risks that artificial intelligence may pose, 

by establishing regulatory and legal frameworks for the uses of artificial intelligence (without 

recognizing independent legal personality). These regulations considered the services provided by 

artificial intelligence systems and contemplated their responsibilities, and the parties that benefit from 

them in a way that does not harm humans. 

Conclusion 

After our research, we reviewed the legal challenges facing those in charge of the legislative industry, with 

regard to the future of artificial intelligence technologies, especially the urgency and challenge that these 

new entities impose on legislators. In developing legal frameworks and rules that suit the special nature of 

this artificial intelligence. In addition, we discussed the difficulties that may be associated with the 

possibility of creating an independent legal personality for artificial intelligence systems. The research 

reached several results and recommendations as follows: 

Recommendations: 

(1) The principle of appropriateness and legal necessity imposes the necessity of resolving the problems 

concerning the legal personality of artificial intelligence, as artificial intelligence systems are developing 

very rapidly, especially regarding their capabilities to act consciously and independently from their 

programmer or operator. 

(2) Given that artificial intelligence will create new entities in addition to natural or legal entities, legislators 

- especially in our Arab countries - must accelerate the development of systems that determine the nature 

of dealing with these entities. Whether it concerns the rules of law or the rules of ethics, it is important to 

imagine a unique personality, whether in terms of the limits of this personality or the type of rights granted 

to it. Thu the AI is distinguished from other natural or legal persons, as a guarantee to protect artificial 

intelligence itself, and protect humanity from its dangers. 

(3) At present, we find that it is most appropriate to determine criminal liability for artificial intelligence, 

which the responsibility is borne by the person who programmed or developed the artificial intelligence, 

due to which harm occurred, whether this was done intentionally or accidentally. 

(4) We see that for artificial intelligence to be tried, it must possess awareness, which requires its transition 

from the stage of artificial intelligence to the stage of artificial perception, on which technical scientists are 

working at the present time. 

(5) If it is envisaged to impose a punishment on artificial intelligence systems, it will be in accordance with 

contemporary criminal policy, especially regarding the purposes of punishment, and the evolution from the 
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criminal philosophy from causing pain to the offender to reforming and rehabilitating him. This can be 

applied to artificial intelligence, especially since it has so far been characterized by a lack of awareness. 

(6) It is necessary, when creating, designing, or programming artificial intelligence systems, to subject them 

to experimental periods for a specific period, which allows studying their efficiency and its performance. 
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